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ABSTRACT

This article introduces a fresh theory of consa@ss based on complex neural circuitry, as enwsidrom the
novel perspective of electrical circuit sciencercGit science goes well beyond molecular sciencshimw a need for
certain specialized neurons during everyday braierations. For example, it is found that certaioroes must support
single pulses where accurate timing is requiredessential to an efficient mental system. In reldtestances, precise
control is mandatory, requiring neurons that camiaele self-active for a time, but that are easifygted between active
and rest. The article below describes such neurand, other essential neurons theoretically necgdsagenerate a

plausible mental structure capable of consciousness
KEYWORDS: Complex Neural Circuitry, Neurons
INTRODUCTION

Sooner or later everyone thinks about, or is curiabout the physical underpinnings of consciousr@gsr one
hundred billion little cells or neurons are intamoected in a certain way to provide what we expegesubjectively as
consciousness. Related to consciousness woulddi@entary thinking, given that one thought ofteficies another, a
topic of some interest. What is missing, and diffico find is how exactly those billions of littieeurons are connected?

Likewise missing is a satisfying physical explaoatof consciousness.

Many are baffled by the complexity of neural intaroections. Indeed, special training is requiradaisalyzing
and understanding complex interconnections. Seisniend to be exceedingly knowledgeable aboutaodsmolecules, as
clearly evidenced by textbooks on neuroscience.uBdrtunately, ions alone can never explain somgths complex as

an interconnection of neurons in a brain.

The work reported below concerns neurons as sjmmiiatomponents operating in a complex intercomtect
environment. Neurons work together only under @ergxacting conditions, and uncovering these caomut can be

extremely important to all concerned.
SCOPE OF THIS ARTICLE

The field of Neural Circuits and Neural Systems 8] strives to explain consciousness physicallingsircuit
theory as applied to neurons. NCAS generally fogumsainly on the behavior of a complex interconmectf neurons, and

so differs fundamentally from the ever popular &gghes using molecular biology and biochemistry.

Instead of ion transfers, neural circuitry is cleégaized by thousands of signals working in patal&CAS is
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concerned about where they begin, what they do,vérete they end. Inescapably linked to this areéouarsystems of

memory based on neurons.

The translation of sensory information or percamimto attributes is nontrivial and important, libeyond the
scope of this article. Sensory information, suctsigbts, sounds, smells, touches and so on, atenadsto have been
decoded into fundamental attributes, each sigriayeiddividual nerve pulses. Attributes, incidengathre such parameters

as brightness, color, size, shape, tone, inteasitlya finite host of elementary descriptors asvédrfrom the senses.

NCAS is not about artificial neurons; nor is it aboartificial neural networks, or any other systerh
computerized simulation. Computerized simulatiomere using the most powerful of computers, falls $wort of
accomplishing what most humans achieve effortle€atynmon sense, truth judgment, intuition, artisfipraisal and other
hallmarks of humans. NCAS, in contrast, aims natitoulate, nor to engineer, but to understand syst& neurons, with

thoughtful analysis and synthesis to determine tihey work together
DEFINITION OF CONSCIOUSNESS

Consciousness is defined here to be the qualitpenrig aware of external objects, including feelingthin
oneself that these external objects bring fortimflong-term memory. This definition necessitatesahility to recall
memories associated with perceptions delivered ftben senses. Consciousness, under this definilepends on a

significant store of information, indeed all paslievant events.

Simple household systems, such as a thermostabaiEnscious under this definition, since theyehalmost no
memory. Computers as we know them also do not gHyienaintain records of all past experiences; aadunder this
definition, they also are not conscious. Of coussepphisticated robot can be responsive to its@mwent, but generally
they currently are unable to recall relatgeriences, to predict foreseeable events, t@lfand to connect to a given

scene.
Associative Memory in Humans

It is useful to think of sensory information asrzgimposed on short-term memory. The contents oftgbrm
memory can be assumed to alternate between imewastiie senses, and associative recalls from lemg-tnemory. In
this way a person is quickly aware of physical dandor example, based on what he or she seess,haaotherwise

perceives, and thus is able to recall protectigpoases as remembered from past experiences.

A major relationship between what is perceived whdt is remembered is association, possibly associ@ith a
very minor component of a current image. An imalyeags has components, although components neelenathat the
image is about. Note that an "image" in this contexnot just a simple picture, but is a recolleatiof sights, sounds,

smells, feelings etc. as pulled from long-term mgmo

The cues for association can range from a smallgiadhe content of an image to nearly all of tlmtent of an
image. Nearly all of the content is used when ngrthe same image or thought over and over in dwegd, considering

differing angles. Turning-over a given thought canvert an incomplete image into a better image.

Producing memories using only a small componersarofmage is a form of brain-storming, in which ajwa

unnoticed detail in a mental image is permittedotoduce unexpected returns from subconscious lemg-tmemory.
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Turning-over a given thought as well as brain-stograre widely acceptefbrms of association that most everyone has

experienced.
Short-Term Memory Using Neurons

To support a mental operation, short-term memoryrares are most helpful, since they hold attribidesved
from sensory inputs, and they also hold recallmftong-term memoryShort-term memory neurons hold their information
long enough to facilitate a search of long-term memduring a recall proces3.o better explain short-term memory
neurons, the salient parts of one may be diagranemseith Figure 1 (note all neurons differ; this rdyoan instructive

diagram).
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Figure 1: Parts of a Neuron

Any neuron is naturally a short-term memory neusinge a neural pulse burst records the existehees@nal

for a few milliseconds (Figure 2).
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Figure 2: Typical Neural Pulse Waveform, Inside Reidtive to Outside

A pulse in a dendrite with an especially long diarat or pulse width, could be achieved by interfgrivith the
charge transfers that cause a neural pulse acrossndrane to recover to rest, or to recover totarpial of about -70 mV
in the above waveform. If there is a significanbigfall in the density of internal potassium ionghivn a neuron, for
example, this would reduce the capture of negatharge from outside the neuron, thus producing ehnhenger pulse in
the dendrite.

When such a long pulse reaches the soma (or bddiemeuron, the soma is "super-triggered,” rasylin a
long burst of pulses traveling to connecting neardrhe resulting pulse train is assumed to lasufoto several seconds

(Figure 3). This pulsbeurst clearly signals the presence of a given ifiite.
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Figure 3: Diagram of a Short-Term Memory Neuron

Short-term memory is assumed to serve ui tattributes K is not specified here). These attributes conrect t
corresponding elements of long-term memory durimgeanory search. Such searches occur in respomsmt@erceptions
by the senses, but they could also occur in regpémgecent recalls from long-term memory. Shamatenemory is

envisioned to be connected as suggested in Figure 4
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Figure 4: Alternating Perceptions and Recalls

Switching between perceptions and recalls is eagitomplished with ordinary neurons (Basic neungid is
introduced inAttachment 1). Switching between perceptions and recalls octairly rapidly. A person sees an image;
then the person experiences a recall derived fl@ahitmage, a recall that may suggest a coursetmnadNote that new

images are assumed impressed over past imagethsitithe most recent predominate.
Long-Term Memory System

A long-term memory system can be visualized as saeny as illustrated in Figure 5. Although neurons a
tremendously plentiful, it is important to note ttlagiven image uses only a small fraction of thailable attributes, so in
this sense, distributed long-term memory is spaB&séconscious long-term memory may be assumed t@spmnd
logically, attribute for attribute, with short-termemory, since images routinely pass between tbe @f course, memory
neurons are not lined up in any particular way piafty. But they are connected logically; a dedichshort-term memory

neuron exists for each important feature, and ttseaepath to a corresponding element within lergatmemory.
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The little dots in the figure represent possiblegidterm memory elements, most of which are not uSégen a
sparse distributed memory, many imadesn number [ is not specified here) are possible using a modestber of
neurons. TheBiological Editors in the figure help ensure that each memory seavemtually finds something, and that

what is presented to consciousness is of maximypoitance.
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Editors
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Sparsely Populated Long Term Memory Space

Figure 5: Short-Term and Sparse Long-Term Memory
Long-Term Memory Neurons

There are various ideas about how neurons realizg-term memory. One of the simplest assumes walbdit
long-term potentiating (LTP). LTP may be descrilasda pre charge that is held by a special recempigking it easier for

that receptor to be triggered.

To understand how LTP is utilized, we first notattit is helpful to define aweak" synapse. Usually, when a
synapse is activated, several pulses are emittaiform of a burst. There may be ten pulsesgroap, thought to be due
to charged neurotransmitters oscillating within ¢heft of the synapse. But when a weak synapsetigaded, it produces
only a single pulse in its dendrite. This coulddmme with neural logic, but it is easier to prodacgingle pulse using the
geometry of a synapse. The open geometry in Figuveuld prevent the expected lingering of neurctnaitters within the

synaptic cleft, a possible source of several pulstsn a burst.
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Figure 6: Weak Synapse Emitting a Single Pulse

Long-term potentiating is assumed instilled by asbof pulses to a LTP synapse, which causes cl&aeled
LTP) as in Figure 7, to be held in a special remet a long-term memory neuron. Subsequently thean is queried with
a READ signal, resulting in a single read puisdrom a weak synapse. Without LTP a single pulselévamot induce
enough charge to trigger a neural pulse, givin@uiput atQ. The memory element produces output if and onlyTi® is

present; output &) denotes an active attribute. This form of memooybd require two neurons, one for an input OR gate,

and one with LTP capability as an output neuron.

LTP Instiller (Several Pulses)
INSTILL LTP

_LTP
Synapse

Figure 7: Long-Term Memory Sub Circuit

The neural OR, by the way, is merely a dendritéwito branches connected to a trunk (Refekttachment 1).

System for Long-term memory

A subset of the active (or true) attributes in $herm memory is readily available to serve as cisgsan
associative search of long-term associative memsytypical of associative memory, if there areyoalfew cues, there
will be many matches, if there are many cues, thdtde very few matches. A search begins withermry enable signal,
labeledE in Figure 8; after this, the entire system of kiegn memory is queried essentially in paralleffibd matches to
the applied cues.

It is easier (using neural logic) to find matchesig only to those cues that are active, or trusindplified system
is described ittachment 2. What is returned will exactly match the cues thatactive (true). This approach is likely to
return a useful image, especially when there amgyrvaie cues.

When cues tend to be few, more than one matchpisated, necessitating a methodredti-match resolution. As

in any associate memory system, the first step isategorize matches one at a time. Neural logicdm this without
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difficulty, as long as the possibility of a toggheuron is included (toggle neurons are discussesttachment 3). An

element of an image, or word of associative lomgitmemory (one of a great many) can be envisiosdd Rigure 8.
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Figure 8: System for Reading a Long-Term Memory Imge

To begin, up to K cues (at the "K Attributes Ingutow (down). Long-term memory elements, once ée@dbare
such that matches, if they exist, are identifiecahyoutput signal from the stored image. This "Ima&txists" signal is held

temporarily within the word as long as E is applied

Toggle neurons conveniently serve to sequence #iehms (refer to the block labeled Tog in the ggjuknitially
all toggles are cleared. Because of the "K neuNDAyates" labeled 1, the outputs from any givendagannot transmit to
words above. Next, a traveling single pulse theopagates asynchronously, and triggers to true itisé tbggle it
encounters. If there is a match, this enablesghatcular match to be returned (via gates 1). a¢tése toggle disconnects
the enable signal E from that word (via gate 3himfigure), so this image cannot be returned muaa bnce.. The neural
logic is such that once the enable E is removedra of long-term memory become transparent, megitipasses signals

from below.

The traveling pulse subsequently sets to truedbglé attached to the next matched word, and siyilacilitates
the return of successive matched images. Matcheabem from long-term memory are delivered one aime,t
asynchronously, each with up to K attributes. THew "up" on their dedicated axons, parallel to gra&hs by which the
search cues were initially delivered. These retamesgoing to be captured by a "return editor" dbed below, so that

only the most important is permitted into shortienemory, to replace the current image from whisksovere taken.
Memory Failures

Sometimes there is a failure to remember, knowa agmory block. In physical terms, this means thatcues
are inconsistent. As a result, no returns occuar a&tmemory search. It is known, however, that |aterhaps hours later,

the sought after memory sometimes pops into counsniss. This can be explained as a process in Wigcimconsistent
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cues are stored and modified by randomly removimg ar more cues, and performing another searddtilllino return,

cues are reinstated, and different cues are removethother try, all subliminally.

Cue editing might work as follows. When a mentalcll occurs, active cues may be diverted to a rmist

toggle neurons; the attributes are held in toggtemected to produce maximal frequency f2, esdbnsiquare waves. A
simple method (see Figure 9) permits the removal ghall number of active cues randomly.

Neuron In A

Register Of .
Pulsating Toggle Neurons

[

‘Dendritic AND

: : To Memory

Sensitive  Search
A Short Term
Random’ Memory Neuron

Pulse

Figure 9: Removal of a Small Number of Active Cues

The random pulse is assumed generated by a specégdtor that is sensitive to an energetic ion mgipig on the
receptor, as expected randomly in a thermal digioh. The neural AND gate has the power to ren@mvattribute during
a memory search. Normally no attributes are rem@ageduggested by Figure 10 (top); a sampling @alisays passes the

given attribute at, no matter when the random pulse occurs.

But if the toggles are made to produce a lowerdesgyf;, perhaps using a neurotransmitter-induced change,
equivalent to increased delay in the loop, theasitm changes. The chance is lower that a sampée pull overlap an
attribute pulse sufficiently to pass enough chatgetrigger the short-term memory neuron (Figure Hétom).

Consequently a given attribute can be made to appaetive for the purposes of a memory search.

—p ;‘_Perlodz =1/f2
{ Attribute At
‘1|| A Higher Rate
E (PASSES)
i mEEN

______Sampling Pulse

—> Period, =1/f,

Attribute At
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(FAILS)
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Figure 10: Effect of Attribute Rate in a Sampled Sgtem
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Editing of Returns from Long-Term Memory

The subconscious editing of returns from long-tenemory can be related to something that gifted reavaften
display fast mental arithmetic. Savants, known merital calculators” excel at rapid multiplicatiorByisions, roots,
powers and prime numbers recognition and otherutalog skills. Efficient mental processing is opé the best

explanations of their skills.

Many calculating tasks can be visualized as malysparallel sets of operations followed by simpte@mulation.
For example, when multiplying two large number® thultiplicand may be multiplied by each digit 6etmultiplier in
parallel. Then the partial products can be addedetermine the product. Multiplying 678 by 345, fatample, can be
accomplished by multiplying 678 by 3, while conamtly multiplying 678 by 4, while concurrently miplying 678 by 5;

the product is simply a weighted sum of the pagralducts.
Toggle Neurons for Fast Arithmetic

It has long been known that controlled togglescagable of massively parallel computing. Controtieggles are

those that toggle only if a control signal is tr@me can envision a structure as in Figure 11.

DIAGRAM OF CONTROLLED NEURAL TOGGLES

row 1

bus 2

‘ ‘ row L

bus L

CONTROL SIGNALS FROM
PERMANENT LONG TERM MEMORY

Figure 11: Plan for controlled-toggle computing

Controlled toggle neurons are organized into romrsregisters, where register size N exceeds thennoex
number of attributes in an image, or componenta large number. Each register has extra toggleexltsnserving as
"scratchpad" space for computing. The number ofstes or rows is assumed to be L, which might espond to L

different images.

Computations are carried out using steps in whielhcbntents of individual toggles in a registerused to decide

if some other toggle in that register needs a charigtate (toggling). The steps are controlledigpals previously stored
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in long-term memory, and for efficiency, can beugbt forth asynchronously (coming from "below" iretfigure). These
steps are executed in parallel within each regifetails are standard fare (and well known) in fie&d of reversible
(massively parallel) computing (examples are ndindated here). A final accumulation, if needed) b accomplished

with ancillary neural logic, to efficiently obtaaresult.
Memory Return Editing

Return editing might be done might be done as\fadldReturn editing can be envisioned as the addigether of
weights associated with certain image attributesse that define what is important (for survivélyailable are measures
of physical danger, emotional intensities, loudnésghtness of perceptions, number of cues, amtdaps a few other
factors. Each return from long-term memory will bakiese critical attributes available within theureed image in a fixed
location. These critical attributes are next wedghwvith a binary factor of say, N1 bits, to meadorportance, where N1 is
a small integer. Binary codes are convenient fandms, but other codes are possible. Adding thesaypcodes in parallel

for each image or word will establish a priorityuefor that image.

An ancillary network of neurons can serve to seldet image priority with the highest magnitudedan
subsequently switch that image into short-term mgmor consciousness. For readers with a procedural of mind,
Figure 12 suggests a plan that would efficientlg asynchronously choose the highest priority reftwm among those
returns brought up from long-term memory, and difeto consciousness.

To Conscious Short
Term Memory

<l
-

L-way Switch

L
Registers

Image Attributes

+K
Retdrns L Registers Code
From N Toggles From
LTM Each LTM

;‘ L, Priorities

Priority
Comparator s
Only Highest

Is Active

Figure 12: Return Editing Plan
OVERVIEW OF A MENTAL PROCESS

The major components of a system of physical cousciess are envisioned as in Figure 13. The cycthe
figure may be termed a cybernetic process, sintegn® from memory affect what is recalled next. Tecess works

automatically, subconsciously, and perhaps setienak per second to achieve consciousness.
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Cues are taken from short-term memory, and ardeapfd find associated images stored in long-teremory.

Memory search is subliminal and rapid, since essgnall stored images are queried in parallel.

Conscious
Short Term

ecall
_ -‘#-. l-‘ hh d-t
- - Editors
/’ E\\
. Return
[ Cue Editor . i
& Editor ’/
~‘*H “‘a
-u.-..

e ___—_-—"-'

Hit

Returns

Figure 13: Overview of Brain System for Physical Cosciousness

Normally it is expected that several images will f&urned, especially because cues normally areaate
Fortunately, a multi-match system is at work tophsolve this problem. Images are returned in sifiige to be held
temporarily in registers of controlled toggle newsoThese registers have the ability to computegdch image in parallel,
a priority, using important attributes in each imadgOnly that image with the highest priority is iméted into

consciousness.

Cues are derived from "conscious" short-term memérgue editor is important, since inconsistentscaee
thought to be fairly common. Inconsistent cues ltéaumental blocks which could impair a persortdliy to respond to
danger. To help solve this problem, an uncomplitatestem of cue editing is available. It involvesnpving a few cues
randomly and repeating the memory search. If ticerginue to be no recalls, the removed cues atersgsand another
few cues are removed randomly, and the search tep&amethod by which neurons might accomplish leeessary

editing and searching has been suggested above.
CONCLUSIONS

Circuit theory strongly suggests certain requiretmi@m neurons that would not be disclosed by orglisudies of

molecular behavior. For instance, weak synapsgs/ésingle pulses are required, as covered above.

Single pulses also support a toggle-neurons, wimai be triggered between rest (false) and actiue)t Active
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means generating a stream of pulses, the resalt aon that connects via a weak synapse, and,dedal to one of its
own dendrites. It is found via simulation (coveiadhe references) that a single neuron may edsi¥glop into a toggle

neuron.

Toggle neurons promise amazing mental operationd, are postulated to be essential to everydayngditi
operations within a conscious brain. Editing ogerst include cue editing to ensure a given memerjound within
associative long-term memory, and return editingernvthere are several returns, to ensure thag&smportant memory

is forwarded into consciousness, as discussed above

Experts and non experts alike have long desirethysigal explanation of consciousness based on aigaly
interconnection of neurons, and such an explanaiattempted above. This paper grew from a great of past effort [1-
50]. Neurons as above are chiefly asynchronous,tiamefore not simple (like the synchronous systevitsin today's
computers). Nevertheless, studies of complex, dgnous physical systems are necessary to distleerxact nature of

consciousness, and this may someday lead to tengibdlical, psychological and scientific benefits.

Positive minded readers will see major opportusifer increased research and subsequent undersgaindihe
above work. For instance, a deeper investigationeak synapses is called for, since these are deedepractical mental
system. Also, further study of toggle neurons isrider, because of their immense computationalnpiade Furthermore, it
should be worthwhile to look into the subconsciedgting of cues and returns, as well as the relatigp between short-
term memory and consciousness. Much remains toobe, dbut eventually, neuroscience will benefit samigally from

these budding efforts within the NCAS (Neural Citsand Systems) field.

ATTACHMENT 1

Combinational Logic for Neurons

Neural logic within dendrites is termelgndritic logic. The simplest forms of dendritic logic are now atésed,

although other forms exist.
Dendritic OR Gate
This is an uncomplicated physical junction of déiiclbranches as in Figure 1A.

Pulses Junction

N—

Figure 1A: Dendritic OR Gate
The Boolean expression ig:= A+B

Y, A, Bare Boolean variable§alse = 0, True = 1Note that under Boolean additioh:+ 1 = 1 Consequently,
the outputY computes as true if either or bath A, B are true. The OR gate is not dependent upon malsadination;

pulses arriving at differing times are naturallgged through.

Impact Factor (JCC): 1.5429- This article can be denloaded fromwww.bestjournals.in



56 John Robert Burger

Dendritic AND Gate

Dendrites have their membranes exposed to surmogrsailt solutions, and are generally active, beiteltould be
a passive junction region in the above figure & thnction were insulated in some way. Propagabiba voltage pulse
down the membrane from branghto the trunky would be greatly slowed in a passive region. Sbtmied charge would

trickle through, not enough to trigger the activembrane at output.

But if both branche#é andB have simultaneous voltage pulse inpétsaandB work together, and there is enough

voltage accumulation &t to trigger pulses. The result is an AND gate, esped as:
Y = AeB

This is ordinary multiplication so i andB are both true (1), the outp¥tcomputes to be true. But if either or
both A, B is false (0), the output computes to be false. ddwedritic AND gate is dependent upon pulses amidahthe

junction at about the same time.
Dendritic XOR Gate

Computerized simulations indicate that the aboven@dy become an exclusive OR, meaning that any ignels
will be transmitted, but that two applied togetkenultaneously will not be transmitted forward. 3 hiehavior depends of
the fact that two colliding neural pulses arriviagthe same time fro’A andB tend to cancel, or annihilate each other,
meaning nothing is left to be transmitted. Thifasnd to occur especially when the junction hadghdr that average

membrane capacitance. The Boolean equation faxxtlesive OR, known as the XOR is:

Y=ALB

The symboll] means:

Y=AB'+A'B

The primeA' means "invert"; that is, i\ is true, it goes false, andAfis false, it goes true. The prime indicates a
NOT operation. Note that the dendritic XOR requitest pulses arrive at about the same time.

It is interesting to note that B is pre charged to true, th&wr= 1andB' =0; a NOT gate results:

Y=A

The XOR will function as an inverter if one input Ipre-activated to be true. It is significant tHahdrites are
very extensive, so thousands of dendritic gateshaa@retically possible in a given neuron.

Enabled Logic

Enabled logic means that pulses slowly charge a larger capaeitantil a triggering threshold is reached, usually
the capacitance of a soma. Thus enabled logic,hwtieépends on capacitive charge, differs from déndiagic. For
example, an enabled AND gate could have one inglited part of the charge, and another input delarether part of the
charge, enough to trigger a pulse burst in the sdPudses need not arrive simultaneously, but mustveabefore
accumulated charge dissipates. Given only one gmnaeuron, we expect far fewer enabled gates @amon. Note for

future reference that each positive neural pulseahfixed amount of positive charge, approximatilggative pulses are
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not possible in neurons.
Enabled NOT Gate

Without the availability of negative weighting factors@smmonly assumed in artificial neurons, one wondeas
neural NOT gate is even possible. Figure 1B shawsihcan be done. First theinput be pre-activated with a pulse burst.
Then excitatory neurotransmitters are released ahd concurrently, inhibitory neurotransmitterscatThe inhibitory
neurotransmitters frora will stop propagation down brandh They also stop pulses from(which is mentioned mainly

for clarity).

If the pulses ah are removed, the inhibitory neurotransmitters floare also removed, sineeandc are linked.

This permits the pulses appliediddo trigger the soma and produce an output, thdtresing a NOT gate:

Z=a'
c (inhibitory inputs)
DENDRITES
b (Pre-excited input)
a
(excitatory input)
Figure 1B: Enabled NOT Gate
ATTACHMENT 2

A System for Long-term Memory

A standard memory element (Figure 2A) is one thlitoennect to other identical blocks to store iraagor form
"words"), where many such words constitute a lagmociative memory system. In an associative mesystgm, cues are

applied up toK in number; these subsequently propagate througheuentire memory system in a search for matches.
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Cues are provided on a bundle of neural axonsrezfdo below as the-bus.

X yo

Rin — | Standard ™

El -
g LEement ey,

X Yy

Long Term
Memory Elememt

Q

Figure 2A: Standard Memory Element

The approach below, not the only approach, is teld@ a system with as few logical connections @ssible.
The plan is, the x-bus is going to be used to sefarcmatches (to active cues only) in each wortbofj-term memory. All

words are searched for active cues in parallelreqmately.

When a match occurs, it is going to be returnedth@y-bus. Like the x-bus, the y-bus also holdpdssible

attributes transmitted on axons flowing up fromgdgarm memory.

An outline of specifications follows: Returns aret permitted until the occurrence of an enablealign After E
is applied, each word that contains a match tarilee cues will produce memory done signals labéleat and Rout. A

diagram (not a physical picture) of a memory waogdears in Figure 2B.

Each block in the diagram has a long-term memagneht, Qi , K i < K, that holds a true (or false) to define the
attributes of a particular image. To query an imageenable E is applied both on the left and r{ght, Rin). Internal
logic permits the E signals to ripple through therdvin a search for matching attributes. Only wheth left and right
signals arrive at a given element of memory, asd ahly when conditions are satisfied relative tmtis held by Qi will it
have the potential to be connected to the y-bus.élid result is, there are no outputs to the yniess there is a definite
match to all of the true cues on the x-bus. A d&fimatch to all of the active cues is indicatedhs emergence from the

word of Lout and Rout.
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x1 rlo x2 2:20 xK f"u
Rin=E l l L 4
¥ standard ¥ Standard L ™ standard "ROUt
LOI..It* Eleme:t = Eleme:t el - ElETeT <1 Lin=E
Xt yl XL y2 xK YK

Figure 2B: Plan for Associative Memory

Note that thex-bus is forwarded "down" throughout the entire memargtem, and thg-bus goes "up" throughout
the entire memory system. Assuming only one magdbund, the values in thebus coming from below can be assumed
to be false (at rest). For more than one matchetorn, the logic will force the y-bus signals caomirom below to be false
until it is their turn to be returned (refer to thgstem associated with Figure 8). When matches frelow are returned,

the words above are made transparent.

A standard memory element may be synthesized bsvial In Boolean algebraic terms, if there is ns Bignal
coming from the leftRin; = 0), then none must be transmitted to the rigtdut = 0). This keeps a memory word dormant
until needed. If there is no cue, or if the cuegdro & = 0), then within an individual elemerfiRout = Rin;; in this case the
memoryQ, may be eithe® or 1. If there is a cue for an attribute such that 1, but there is no memory of this feature in
this word, orQ; = 0, then bus signals must terminaRo( = 0). If a cue for an attribute is active, € 1) and also memory
of this attribute is activeQ = 1) thenRout = Rin,. Below is a Boolean equation for Rout, derivechgsstandard logic
symbolsq{e, +, '} for {AND, OR, NOT}

Rout = Rin; « [x;" + Q]
A similar equation applies fdrout; in terms ofLin; wherel <i <K.
Readout Logic

The output of a standard memory element is yiosThitput will be true only if both Routi and Lowtt the
location of a given element are true, and alsoiiis@ctive. The standard elements are organizesthéh a way that Routi

and Louti cannot both be active unless there istmwithin the word.
yio =yi + Routie Qi e Louti

Normally yi is False (zero), or it is held falserithg multi match resolution. Figureure 2C summasitee above
requirements in circuit form (for an element laldel®). Note that either Rout or Lout from the eofithe searched word
may serve as gHit" signal in a memory system, indicating to a cueceddnd a return editor, that there is a matclinéo t

active cues.
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X
Lin Rin Yo
a: =
Rout
L
Lout Rout
0 )—— N
Lout

Figure 2C: Logic for a Standard Cell, Cell "i* of L ong-term Memory

Note again that this simplified system works onljhvactive cues. A large number of active cuesamsimed to
identify the sought after image with a high prollighiExtraneous images, if any, are assumed twlezated, or possibly

rejected by the return editor.

ATTACHMENT 3

Sequential Logic Using Neurons

A recursive neural circuit, as in Figure 3A, ontarted, generates a pulse train that can be irggito be logical
true. A weak excitatory synapse, denoted by the triasgmbol, injects a single pulse back into the dendf the neuron.

The pulse thus circulates until it is stopped, fgdy breaking the loop.

Q Out

I_ Neuron
EER

Synapse

Delay

Figure 3A: Diagram of a Recursive Neuron

A recursive circuit as above may be made to toggth that if it istrue, it will be triggered td~alse (rest), and
vice versa, if it isFalse,it will be triggered toTrue (active). Described below is one of the simplestgible toggling

neurons, although certainly not the only possibigling neuron.
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Excitory/Inhibitory Toggling

The plan is to excite a circulating pulse at onmipio a loop, and simultaneously to inhibit pufs@pagation at a
different (well chosen) point in the loop. FigurB 8lustrates the plan. Synapse S1 isv@ak excitatory synapse, often

modeled as injecting positive charge. The blockslled Delayl, 2, 3 and 4 represent the naturaysléfea neural path.

Delays In Dendrite Path

Delay2 Delay3

Synapse S1 ¢ 1
By
Z )
uT
Synapse S3, Positive o
Start Pulse

i ™

Delayl

Synapse S2, Negative
Stop Pulse

I Trigger
Figure 3B: Excitory-Inhibitory Toggling

Synapse S2 is a weak inhibitory synapse, often feddes injecting negative charge; it serves to atopculating
pulse. S3 is a weak excitatory synapse that sao/éggin a circulating pulse. A trigger applied gitaneously to both
synapses S2 and S3 will toggle this circuit. Sitiotes indicate that negative charge injection byh&g little effect on a
pulse initiated by S3, because the region neas &ftéady charged negatively and for practical pseg is at rest when the

circulating pulse arrives.

However, when a pulse is circulating, another &igwill stop the cycling. Circulation stops becau$mrge is
drained from a wide region surrounding S2, takiegessary charge away from the circulating pulsés Tmminates the

pulse propagation.
Controlled Toggling

A controlled toggle is one that toggles if and only if one or moreteolnsignals are true. A controlled toggle is

simple enough to achieve with a neural AND as guFé 3C. The output at the top serves to triggeggling neuron.

Controlled Trigger

Ul

Trigger Control

Figure 3C: Controlled Trigger
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Controlled toggles amount to long-term memory witlmputational possibilities, and are important tental

processing.

In a computational system, additional neural gatesutilized. Figure 3D suggests that a "sourcgfiadi enables
the output of a given toggle to be applied to a tmmposed of interneurons. Then a "target" sigakdcés one or more
other elements that need to be toggled in respone particular source signal, to accomplishvemicalculation.

A

Out To Interneuron Bus

1
Q Toggle

Element 1

"Source" Signal
From LTM

Signals From Interneuron Bus

arget"” Signal
From LTM

Figure 3D: Controlled Toggle Element in a Neural Sgtem
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